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How Far Have We Come?

e Developing complex application softwareishard
e Using Totem, Eternal can makeit easier by
— Hiding distribution, replication, consistency, and
the handling of faults
— Exploitingreplication to providefault tolerance
and to allow the system to be evolved dynamically
— Providing location transparency and interoper ability
using commercial CORBA ORBs

e Eternal incursreasonable overheads for interception,
replication and multicasting

e Eternal will enable usto build fault-tolerant, evolvable
distributed application systemsthat can run forever
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Evolution of Objects and I nterfaces
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Evolution of Objects and I nterfaces
To add a parameter to an existing method

e Create anew method with the additional parameter

e Replace server replicas, oneat atime, with replicas
that use both old and new methods

e Replace client replicas, one at a time, with new replicas
that invoke the new method

e Replace server replicas, oneat atime, with replicas
that use only the new method

Louise E. Moser University of California, Santa Barbara
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The Eternal Evolution M anager

e Exploitsreplication to allow both hardware and software
to beremoved and replaced, whilethe system islive

¢ CORBA'sinteroperability permitsnew hardware
to be substantially different from old hardware

¢ Upgradesto the software objects are performed,
onereplica at atime, with statetransfersfrom
existing replicasto new replicas

¢ Upgradesto the software objects and interfaces
require a sequence of replacements

¢ The Eternal Evolution Manager is programmed,
and executes, as CORBA objects

Louise E. Moser University of California, Santa Barbara
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The Eternal Resource Manager

o Distributesreplicated objects across the system
to meet fault-tolerance and load-balancing obj ectives

e Specificationsin the Interface Repository
— Quality-of-servicerequirements, such as
real-timeresponse time

— Resources needed by each object
for each operation

— Capabilitiesof available processor and
network resources

¢ The Eternal Resource Manager isprogrammed,
and executes, as CORBA objects
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Exception Handling in Eternal

o Application-specific exceptions

— Exactly thesamefor all replicas

— Returned to theclient object asthe
result of itsinvocation

o Platform-specific exceptions

May bedifferent for different platforms
— Handled locally and not returned to client object

May result in thelocal replica of the server object
being terminated

May involvea recovery action, including the
creation of a new replica by Eternal

Louise E. Moser University of California, Santa Barbara
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Use of Operation ldentifiers
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Operation ldentifiers
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Need for Operation |dentifiers

¢ In passivereplication, to detect and suppress duplicates when

— Primary replica invokes an operation and then fails,
leading to possiblereinvocation after the election
of anew primary

e Inactivereplication, to detect and suppress duplicates when

— Multiplereplicasinvoke the same operation
— Multiplereplicas respond with the sameresults

e In majority voting, to ensure that

— Voting algorithm votes on the sameinvocationsand
the same responses

Louise E. Moser University of California, Santa Barbara
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Majority Voting
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Majority Voting

e Activereplication with majority voting on each
invocation and response

e Applicationisshielded from crash, timing, omission
and commission faults

e Needs amorerobust group communication protocol that
also protects against commission faults

e Computational cost — cost of performing the operation
by each replica plusthe cost of majority voting by the
Eternal Replication Manager

e Communication cost

— Three or more multicast messages for invocation
— Threeor more multicast messages for response

Louise E. Moser University of California, Santa Barbara
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Active Replication
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Active Replication

e Each replica of an object performsthe same operations
in the same order, thereby guaranteeing consistency
of the states of thereplicas

e Failureof aserver replicaistransparent toa client object
aslong asthere aretwo or more server replicas

e Applicationisshielded from crash, timing and omission faults
e Computational cost — each replica performsthe operation
e Communication cost

— Oneor more multicast messages for invocation
— Oneor more multicast messages for response

Louise E. Moser University of California, Santa Barbara
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Passive Replication
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Passive Replication

Singleprimary replica performsinvoked operation
and returnstheresults of the operation

Eternal transfers state from the primary replicato
the non-primary replicas at the end of the operation,
thereby ensuring consistency

Application isshielded from crash faultsand timing faults
Computational cost —only the primary performsthe operation

Communication cost

— Onemulticast message for invocation

— Onemulticast message for response

— Oneor more multicast messages for state transfer,
which may besignificant if the stateislarge

Louise E. Moser University of California, Santa Barbara
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The Eternal Replication M anager

¢ Object group abstraction providesreplication and
group transparency

¢ Operationsto be performed on an object are multicast
to the object group (consisting of itsreplicas)

e Both client and server objectscan bereplicated

e Passivereplication, activereplication and majority voting
are supported and can coexist

¢ Operation identifiersallow duplicate operations
to be detected and suppressed

¢ Nested operations of any depth are supported

Louise E. Moser University of California, Santa Barbara
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The Eternal I nterceptor

e Commercial CORBA ORBsare complex and
proprietary, but all provide I1OP over TCP

e But TCP doesnot providetotal ordering
of messages within multicast groups

e InterceptsthellOP callsto TCP
using the /proc facility of Unix

e Redirectsthecallsto Totem via
the Eternal Replication M anager

liop

call

= &

e Workswith lona’s Orbix, Sun’s NEO, Visigenic's VisiBroker,
Expersoft’s CORBAPIus, HP's ORBPIlus, Chorus COOL,
OOC’'s OmniBroker, Xerox's ILU, Olivetti’'s Omni-ORB 2

Louise E. Moser University of California, Santa Barbara




The Eternal System September 1997

The Eternal System

e Implemented on top of Totem
e Application programmer interface

Eternal
is object-oriented, rather than e
message-oriented ——
¢ TheEternal system provides IO Interface F;,legﬂie
anager
— Object replication and distribution — Etemal
— Fault detection and recovery Interceptor e

— Continued operation in all components
of a partitioned network

— Hardware and software upgrades
in alivesystem Platform |

e Usesstandard |1 OP interface,
workswith any commercial CORBA ORB

Louise E. Moser University of California, Santa Barbara
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The Totem System

¢ Providesreliabletotally ordered delivery of
multicast messages to processes in process groups
over single or multiplelocal-area networks

¢ Dédlivers messagesin a consistent
total order that respects causality
despite
— Messageloss
— Processor and process faults
— Network partitioning PrOC\essor

Process

e Maintainsthe membership and ‘ Broadcast
Domain
topology of the network

o Deliversmulticast messages asfast asTCP ~ Gateway Ring
can deliver messages point-to-point
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M aintaining Consistency with M ulticast M essages

e Operationsto be performed on thereplicated objects
are contained in messages that are multicast to
the processors hosting thereplicas, using a
group communication system such as Totem

o All of the processors receive the multicast messages
in the sametotal order

e The processors perform the same operationson the
replicasin the sametotal order

e The Eternal system maintainsconsistency of thereplicas

e Thereplicas of an object are presented asa single object
to the application programmer

Louise E. Moser University of California, Santa Barbara
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Simplifying the Application Programming

e Our objectiveisto build systemsthat are fault-tolerant,
adaptive, and evolvable
— Thisrequires replication of processing and data

— But, maintaining consistency of replicated datais
difficult in the presence of asynchrony and faults

e Application programmers should not be concer ned
with these difficult system programming issues

o Our objectiveisto simplify the application programming by
— Hidingthedifficult issues of replication, consistency,
fault detection and recovery

— Separating thefunctional behavior of the program
from the allocation and management of resources

Louise E. Moser University of California, Santa Barbara
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Distributed Object Computing and CORBA

Common Object Request Broker Architecture (CORBA)

Client Server
Object Object
Client
Stub

1IOP Interface

Server
Skeleton

e Client requests a server to perform
operationsfor it

¢ Requests are handled by the
Object Request Broker (ORB)
to achieve

1IOP Interface

— Location transparency
— Interoperability

Operating
System

Operating
System

TCP/IP

¢ Internet Inter-Orb Protocol (11OP)
provides a clean smpleinterface
for theinvocation of operations
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Where Are We Going?

¢ Inthe pagt, processing speed and memory capacity
have been the limiting factorsin computer systems

¢ Inthe present, with distributed networked computing,
the limitation is network bandwidth

e But processors and networks are becoming faster,
and memory is becoming cheaper

¢ Inthefuture, thelimitingfactor will be the complexity
of the application software
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